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Montréal, QC, Canada
fc@francechampagne.org

ABSTRACT

A key practice of basic musical training is the use ofmusi-
cal dictationsfor ear training and training in music writing.
Marking such dictations for large groups of students can be
a lot of work. In this paper, we present a tool that can help
automate the marking of musical dictations.

The edit distance, which computes a similarity metric be-
tween twostrings, has been used in various areas such
as string/text analysis, protein/genome matching in bio-
computing, and musical applications, for example, music
retrieval or musicological analysis. The tool we present
can be considered an application of the edit distance to the
marking of musical dictations.

Computing an edit distance on musical scores requires us-
ing an appropriate symbolic representation. We use Mu-
sicXML, an XML application for standard Western music
notation. Given an appropriate Document Type Definition
for MusicXML, existing Java tools can be used to obtain a
MusicXML parser. Such a parser, given appropriate input
files, then generates an intermediate form (DOM object) on
which analyses and transformations are performed in order
to compute the edit distance. In turn, the edit distance is
used to give a mark as well as identify some of the key er-
rors.

Keywords
Symbolic music representation, marking of musical dicta-
tion, edit distance and sequence comparison.

1 INTRODUCTION

A key skill in basic musical education is the knowledge of
solf̀ege, that is, the ability to recognize the signs and sym-
bols of musical notation and associate them with the sounds
and rhythms they represent. One important pedagogical tool
for learning the basic rules of music and solf`ege is the use
of musical dictation. In a musical dictation exercise, the
teacher plays a music piece and the students must recog-
nize and write down, in standard Western music notation,
the piece being played. The goal is to train the students in
auditory recognition of musical pieces as well as train them
in basic music writing.

Marking musical dictations, like any kind of marking, can
be a tedious task, especially with large groups of students
as typically found in introductory classes. The goal of the
project presented in this paper is to develop a tool that will
help music teachers evaluate and mark their students’ music
dictations. A longer-term goal for such a tool is to integrate
it within an intelligent tutorial system, in order to identify
students’ recurring weaknesses in solf`ege and, thus, help
improve their learning.

A key element of the kind of tool we envision is a soft-
ware component that can detect the similarities and differ-
ences between two music scores, both encoded in a sym-
bolic representation appropriate for Western music notation,
that is, as sequences ofnoteswith specificpitch anddura-
tion. Sequence comparison algorithms can be applied to
such sequences, as typically used in text searching or bio-
computing, to compute an appropriate metric that can be
used for marking.

The paper is organized as follows. Section 2 discusses the
basic characteristics of musical dictations and the need for
an appropriate symbolic representation. The next section



presents basic concepts and work related with musical se-
quences comparisons based on the edit distance are pre-
sented. This is then followed in Section 4 by a presentation
of the heuristics to be used for marking musical dictation
and a discussion of how they can be turned into an appro-
priate edit distance. Section 5 presents the architecture of
the musical dictation marking tool which we are currently
developing, while Section 6 concludes and presents future
work.

2 REPRESENTING MUSICAL DICTATIONS US-
ING XML

2.1 Key Characteristics of Musical Dictations

In a musical dictation exercise, a music teacher plays a mu-
sic piece, one fragment at a time; each fragment is played
several times (typically, three or four), as the piece is gener-
ally not known to the students. The student, by listening to
the various fragments, must then recognize and write down
the piece in standard Western music notation.

Basic music dictations are generally one voice dictation,
that is, any given dictation consists of a sequence of indi-
vidual notes for a single voice, each note having a specific
pitch andduration. The pitch comes from afinite alpha-
bet (do, re, mi, . . . ) and the duration is some fraction of
thewhole. A musical fragment can thus be represented as
a sequence of pairs(p; d), with p 2 fdo; re;mi; : : :g and
d 2 f 1

16
; 2

16
; : : : ; 1g.1

Figure 1. Musical score of Frère Jacques

The errors made by students while doing musical dicta-
tion exercises typically fall into a small number of cate-
gories [Beaudet, personal communication], for instance, er-
rors regarding pitch (e.g., wrong note, missing or additional
note), or errors regarding duration (e.g., wrong duration,

1Note that a rest can simply be represented as a pair with a null pitch
component and an appropriate duration.

Figure 2. Typical errors for Frère Jacques

split vs. combined note, wrong rhythm). For example, Fig-
ure 1 presents the correct score for the well-known French
song “Frère Jacques”, while Figure 2 illustrates a few typi-
cal mistakes that could have been made by a student.

2.2 Symbolic Representation of Music Notation and
MusicXML

In order to make the kind of comparative analysis required
for marking musical dictations, an appropriatesymbolic
representation of music must be used. More precisely, both
the exact pitch and duration of each note must be known, as
well as the exact sequencing of the notes, and this informa-
tion must be represented in a format that can be put in direct
correspondence with standard Western music notation, with
staff, key, notes, etc. A representation such as MIDI [23],
thus, would not be appropriate: MIDI (Musical Instrument
Digital Interface) is more of an exchange protocol for elec-
tronic instruments (which even attempts to describe details
such as touch, attacks, nuances, etc.) than a purely symbolic
notation.

Various symbolic representations for music scores have
been proposed. SMDL [21] (Standard Music Description
Language) is an attempt to define a general-purpose spec-
ification for music based on SGML (Standard Generalized
Markup Language). However, due to its complexity, lack of
reference manual and long development time, other simpler
models were developed, with the result that, to our knowl-
edge, no implementation was ever provided for SMDL.
NIFF [17, 21] (Notation Interchange File Format) seems to
be an interesting choice for our tool since it is “designed
to allow the interchange of music notation data between
and among music notation editing and publishing programs
and music scanning programs.” [17, p. 491] However, its
adoption by industry has been very limited. The Hum-
drum format [11, 21] is also interesting since its goal is



to facilitate the implementation of analysis algorithms and
is designed to allow multiple representations of musical
fragments. Among these representations is the Kern Code
which is designed for traditional Western musical notation.
A Unix-based software development kit is available [17].

One important issue in the design of our tool is to eventu-
ally develop a web-based tutorial application that would in-
clude our program. A representation written in XML would
be interesting and would allow us to develop a platform-
independent tool with Java.

Over the recent years, interest has grown in using XML for
representing various symbolic concepts. A number of XML
applications have been developed in order to represent mu-
sic notation, for example, 4ML [13], MML [22], and Mu-
sicXML [8]. Among these, MusicXML seems particularly
interesting since it clearly aims at representing faithfully all
the notions encountered in Western music notation. Mu-
sicXML is based in part on the Humdrum Kern format and
describes most of its elements. Thus, it allows for the rep-
resentation of all key notions, including alterations, dotted
notes, triplets, lyrics, etc., as well as embodying a clean hi-
erarchical approach (viz., score, part, measure, note). Some
of the other notations appear lesssymbolicin that they seem
to represent a kind of compromise between a purely sym-
bolic notation and a digital one such as MIDI. MusicXML,
at the time of this writing, also seems to be in a more sta-
ble specification state. Furthermore, a special plug-in for
Finale [4], a music notation software with a graphical user
interface, has recently been made available, making it possi-
ble to generate MusicXML files from music scores encoded
with Finale.

With the various tools now available for XML and Java [6],
using an XML representation with an appropriate DTD
(Document Type Definition) makes it possible to automati-
cally generate a parser which can read an XML representa-
tion of a music piece and can then generate a corresponding
DOM (Document Object Model) object representing this
music piece. This DOM object can then be manipulated us-
ing DOM-related operations, and appropriate analyses and
transformations can be performed. This topic will be dis-
cussed in further detail in Section 5.

3 MUSICAL SEQUENCE COMPARISON

3.1 Detection of Similarities and the Edit Distance

Detecting similarities between two musical fragments has
many applications. For instance, this can be used for identi-
fying and retrieving musical pieces, as done inquery-by-
hummingsystems or in digital libraries of music [15, 2,
7, 19, 10]. Similarity detection tools can also be used for
copyright infringement detection or musicological analy-
sis [20, 12].

Given the context of our project, where a symbolic repre-

sentation is a definite requirement, using a similarity mea-
surement based on the edit distance between two sequences
of notes is quite natural.

The edit distance is often used to compute a similarity met-
ric between strings. Various forms of string edit distance
have been used in various areas such as string and text anal-
ysis, protein and genome matching in bio-computing and
signal processing [9, 18].

surgery
survery -- Substitute g by v
survey -- Suppress r
surveys -- Insert s

Figure 3. Edit distance between “ surgery ”
and “ surveys ”

The key idea behind the edit distance is to determine the
minimum number of basic operations (e.g., insertions, dele-
tions, substitutions) that can be applied to the first string in
order to obtain the second. An example, presented in Fig-
ure 3, illustrates how the word “surgery ” can be trans-
formed into “surveys ” using a minimal number of oper-
ations.

The general strategy for sequence comparison and edit dis-
tance computation uses dynamic programming. The cost
functionC(i; j), which has to be minimized, can be de-
fined as follows, where�sup; �ins and�subs represent, re-
spectively, the cost tosuppress,insert, orsubstitute a char-
acter:

C(0; 0) = 0

C(i; 0) = C(i� 1; 0) + �sup(A[i])

C(0; j) = C(0; j � 1) + �ins(B[j])

C(i; j) = min

8<
:

C(i� 1; j � 1) + �subs(A[i]; B[j])
C(i� 1; j) + �sup(A[i])
C(i; j � 1) + �ins(B[j])

More precisely,C(i; j) represents the cost to go from the
string A[1::i] to the stringB[1::j], and the distance is the
minimum cost of the operations required to make this trans-
formation. Note that, for basic string operations, each oper-
ation is of unit cost, but it can be higher for other problems.

The asymptotic cost of this algorithm for sequences of
lengthn is O(n2). This remains quadratic even when tak-
ing into account the special consolidation and fragmenta-
tion operations introduced for musical sequences [16], de-
scribed below. For the introductory-level musical dictations
we want to analyze, such a cost is clearly reasonable.



3.2 Edit Distance for Musical Sequences

Much research has been done on defining appropriate edit
distances for musical fragments [16, 20, 7, 14, 1, 5]. How-
ever, to our knowledge, the present paper is the first one
that tries to apply and adapt this algorithm to the specific
problem of marking musical dictations.

Figure 4. The consolidation and fragmenta-
tion operations of Mongeau and Sankoff [16]

Seminal work in the field of musical sequences compari-
son was done by Mongeau and Sankoff [16]. They used a
weighted distance measure in which operations are assigned
weights based on the harmonic distance between the notes
and their relativeconsonance. Distinct weights are also at-
tributed depending on whether the edit operation applies to
pitch or tempo. Another interesting feature of their work is
the introduction of specialconsolidationandfragmentation
operations, as illustrated in Figure 4. Such operations are
particularly interesting for our work, since these may cor-
respond to typical student errors, where students correctly
identify the pitch but do not clearly recall the exact rhythm.
Consolidation would also apply when a student cannot re-
call a fragment and replaces it with rests or long note values.

In the context of music retrieval, where neither the exact
base tonality nor the fine details of the rhythm are crucial to
recognize a music piece, Lemstr¨om and Ukkonen [14] ex-
amine how the edit distance performs under tonality trans-
position. Thus, instead of comparing sequences of pitches,
they manipulate sequences of interval differences (the dis-
tance between two consecutive notes) and conclude that an
equivalent result could be obtained simply by using an ap-
propriate distance and cost function.

Recently, Crochemoreet al. [5] and Aucouturier and San-
dler [1] have also presented work related with music re-
trieval. Both works deal with polyphonic melodies and do
not deal directly with the specific notes and scores, working
instead on thetextureof the piece in order to recognize it
under various interpretations.

Given the specific characteristics of our problem domain,
the marking of musical dictations, the basic ideas intro-
duced by Mongeau and Sankoff [16] are the most appro-
priate, so in the next section, we discuss how they can be

adapted to our problem.

4 APPLYING THE EDIT DISTANCE TO THE
MARKING OF MUSICAL DICTATIONS

4.1 A Heuristic for Marking Musical Dictations

In order to better understand how musical dictations are
marked, we had a number of meetings with Ms. Luce
Beaudet, a professor at the Faculty of Music (Universit´e de
Montréal) who is responsible for the music students’ ear
training.

Ms. Beaudet has pioneered an approach [3] to ear and
solfège training where the emphasis is on understanding and
analyzing a music piece based on the basic rules of harmony
and common practice music. Thus, she proposes more of
a macro-view to such training, where the students learn to
recognize the keypatterns, instead of simply being trained
in interval recognition(identifying the distance between the
current note and the previous one).

In basic ear training, the goal is to recognize the key pat-
terns of tonal music, and so the rhythm is generally simple
— more advanced courses put more emphasis on complex
rhythm as well as atonal music. Thus, the heuristic used to
mark musical dictations is that pitch errors are considered
major (since they do impact the melody), whereas tempo er-
rors are considered minor. Ms. Beaudet’s approach to mark-
ing can be formalized as described below.

LetMpitch andMtempo be the contribution to the mark at-
tributed to pitch errors and tempo errors, such thatMpitch+
Mtempo = 100 (100 being the maximal mark, and with
Mtempo << Mpitch). Let Nnotes be the total number of
notes appearing in the musical dictation andNbeats be the
total number of beats. The weightsWpitch andWtempo as-
sociated with each kind of error is then defined as follows:

Wpitch = Mpitch=Nnotes

Wtempo = Mtempo=Nbeats

Typical values used by Ms. Beaudet in her introductory
classes areMpitch = 88 andMtempo = 12. For exam-
ple, a student who makes 10 pitch errors and 3 tempo errors
in the “Frère Jacques” musical dictation (with 32 notes and
32 beats2) would get the following mark:

Pitch errors 10 � (88=32) = 27:5
Tempo errors 5 � (12=32) = 1:9
Total errors = 29:4
Final mark = 70:6

In our heuristic, the cost of a pitch error is constant and
does not depend on the value of the note, so we define it as

2In general,Nnotes andNbeats are distinct, although in this particular
example they happen to be the same.



C(0; 0) = 0

C(i; 0) = C(i� 1; 0) + �sup(A[i])

C(0; j) = C(0; j � 1) + �ins(B[j])

C(i; j) = min

8>>>><
>>>>:

C(i� 1; j � 1) + �subs(A[i]; B[j])
C(i� 1; j) + �sup(A[i])
C(i; j � 1) + �ins(B[j])
C(i� k; j � 1) + �cons(A[i� k + 1::i]; B[j]); 2 � k � i
C(i� 1; j � k) + �frag(A[i]; B[j � k + 1::j]); 2 � k � j

Figure 5. Equations for edit distance (adapted from [16])

follows:

Cpitch = Wpitch

Rhythmic errors are computed on a beat basis. However,
our sequence representation of a musical fragment, as de-
scribed in Section 2.1, is based on notes instead of beats.
Consequently, the duration of each note must be expressed
in terms of the number of beats. Letb be the beat unit of
a musical dictation, that is, the duration of one beat. Then,
we define the cost of a tempo error for a note as follows:

Ctempo(p; d) =
d

b
�Wtempo

Then letEpitch be the number of pitch errors made by a stu-
dent. LetEtempo be the number of notes containing rhyth-
mic errors andf(p1; d1); (p2; d2); : : : ; (pEtempo

; dEtempo
)g

be the collection of these notes (more precisely, a multiset).
The total penalty associated with the pitch and tempo errors
made by the student is the following:

Epitch � Cpitch +

0
@EtempoX

i=1

Ctempo(pi; di)

1
A

The final mark attributed toS’s dictation is then:

100�

0
@Epitch � Cpitch +

0
@EtempoX

i=1

Ctempo(pi; di)

1
A
1
A

4.2 Turning the Marking Heuristic Into an Edit Dis-
tance

To transform the marking heuristic described above into an
appropriate edit distance, we adapt the edit distance ini-
tially proposed by Mongeau and Sankoff [16]. The basic set
of equations for the edit distance is presented in Figure 5,
where the weights (the� functions) have been modified for
the marking heuristic as described in the following.

First, letEqp be a function that returns1 when two pitches
are equal and0 otherwise, and similarly forEqd, which
returns1 when two durations are equal.

The cost of both�sup(A[i]) and�ins(A[i]) is the following:

Cpitch + Ctempo(A[i])

The cost of�subs(A[i]; B[j]) is defined as follows:

Eqp(A[i]; B[j]) � Cpitch +Eqd(A[i]; B[j]) � Ctempo(B[j])

We also introduce two cost functions associated with con-
solidation and fragmentation operations:�cons and �frag
represent the cost, respectively, to replace a sequence of
notes with a single note, and to replace one note with a
sequence of notes. We only define the consolidation op-
eration’s cost in more detail, since the other is symmetric.

In order to replace a group of short notes with one long
note, both sides need to have the same duration (i.e., the
duration of the long note must be equal to the total duration
of the group of short notes). When this is the case, the cost
�cons(A[i� k + 1::i]; B[j]) can be defined as follows:

 
iX

l=i�k+1

Eqp(A[l]; B[j]) � Cpitch

!
+ Ctempo(B[j])

If the durations are not equal, then the cost function simply
returns an infinite value, in order to preclude the consolida-
tion/fragmentation operation from being selected.

5 A TOOL FOR MARKING MUSICAL DICTATION

Figure 6 presents the overall architecture of the musical dic-
tation marking tool we are currently developing. We assume
that the input to the tool is a pair of MusicXML files rep-
resenting the musical dictation written by the professor and
the student’s answer. These XML files can be obtained in
different ways, for instance, the Finale tool [4] now has an
option to save a music score into MusicXML format.
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Figure 6. General architecture of our musical dictation marking tool

From a DTD for MusicXML, it is possible to generate, us-
ing an appropriate parser generation tool [6], a parser (writ-
ten in Java) which can read and parse a MusicXML input
file, and then construct a DOM object — essentially a syn-
tax tree — representing the professor’s dictation as well as
the student’s solution.

In turn, these DOM objects are analyzed and transformed
into a simpler sequence representation of the musical frag-
ments appropriate for the edit distance computation algo-
rithm. This algorithm, still under implementation, is also
being developed in Java. Based on the edit distance, the
student’s mark can then be computed and, from the matrix
obtained through the dynamic programming implementa-
tion of the edit distance computation, the key errors made
by the student can be identified.

It is important to stress that the marking strategy is indeed
aheuristic, which means some tuning-up might be required
— for example, by varying the weights and costs (see Sec-
tion 4.2) associated with the various types of errors. Of
course, the marks computed by the tool will also have to
be validated. First, this will be done by using simple test
cases (e.g., variations onFrère Jacques). Then, we intend
to use real dictations written by students in an introductory
solfège course taught at the Faculty of Music at Universit´e
de Montréal and compare the marks produced by our tool
with those given by our domain expert.

6 CONCLUSION AND FUTURE WORK

In this paper, we have described a software tool to help mu-
sic teachers mark their students’ music dictation. Given a
standard music notation tool that generates an appropriate
XML representation, we are able to parse and transform this
input into sequences for which an edit distance can be com-

puted in order to give a mark.

As mentioned earlier, our short-term goal is to be able to
compute fair marks for students’ musical dictations based
on a marking heuristic implemented using an appropriately
tuned edit distance. The edit distance implementation strat-
egy (dynamic programming) will also make it possible to
provide some feedback to the students on the typical errors
they have made.

A longer-term goal is to develop a more general tool and
integrate it within an intelligent tutoring system. In such a
context, the tool can be adapted to the students’ level; for
example, musical dictations of varying degrees of difficulty
could be proposed to the students based on their identified
weaknesses.
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